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Abstract

Identifying optimal maintenance policies for transportation infrastructure such as bridges, is
a challenging task that requires taking into account many aspects relating to budget availability,
resource allocation and traffic re-routing. In practice, it is difficult to accurately quantify all of the
aforementioned factors; accordingly, it is equally difficult to obtain network-scale optimal maintenance
policies. This paper presents an approach to evaluate the costs associated with deviations from
optimal bridge-level maintenance policies, specifically focusing on delays in maintenance actions.
Evaluating the cost of maintenance delays is performed using a reinforcement learning (RL) approach,
that relies on a probabilistic deterioration model to describe the deterioration in the structural
components. The RL framework provides estimates for the total expected discounted maintenance
costs associated with each maintenance policy over time, allowing to compare maintenance policies
where maintenance actions are delayed, against an optimal maintenance policy. The comparisons
are performed by probabilistically quantifying the ratio of expected costs associated with each
maintenance policy. This ratio represents the trade-offs between performing or delaying maintenance
actions over time. Moreover, the proposed approach is scalable, making it applicable to bridges
with numerous structural elements. Example of application using the proposed framework is
demonstrated using inspection data from bridges in the Quebec province, Canada.

1 Introduction

Prioritizing bridges for maintenance is a challenging task, as these decisions are often conditional upon
the availability of budget and resources required to perform the repairs, as well as the potential for
managing traffic disruptions resulting from a partial or full closure of bridges [33, 7, 21, 40]. The
aforementioned factors impose restrictions on taking optimal maintenance actions, and could cause
delays in performing timely repairs [32, 7, 40]. Such delays can impact the future state of bridges, and
can also incur higher repair costs, as the likelihood for major repairs or replacement becomes higher
[7]. Therefore, it is important to have quantitive insights about the expected costs associated with
delaying maintenance on bridges. Such costs represent an essential component in bridge life-cycle costs
analyses (BLCCA).

Costs in BLCCA can be categorized into two types of costs, routine costs and extraordinary costs
[16, 3]. Routine costs refer to the periodic spending on maintenance, cleaning and inspections, while
extraordinary costs represent the expenditures when unforeseen and infrequent events occur, such
as severe floods and earthquakes [16, 6]. Proactively minimizing routine costs serves as a preventive
measure against the escalation of minor issues into substantial and financially burdensome problems.
In addition, it fortifies preparedness to effectively cope and manage extraordinary costs when they
arise. Therefore, infrastructure owners seek to minimize the total routine costs by identify the most
economically efficient strategies.

Typically, existing methods for minimizing costs during the service-life of bridges rely on two
interconnected phases, 1) optimizing the repair decisions on a bridge, and 2) schedule maintenance
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decisions for a given set of bridges. The optimization of repair decisions on a bridge relies on several
models, including deterioration models, Markov Decision Processes (MDPs), and reliability-based
optimization [1, 5, 22]. In the context of condition-based maintenance (CBM), the combination
of deterioration models and MDP-based frameworks are prevalent in the literature [2, 19, 39, 14].
Deterioration models provide estimates for the health states of the structural components within
bridges based on inspection data. The health states refer to different levels of deterioration, ranging
from perfect to poor condition. Decision-making frameworks take into account the health states of the
bridge components as well as all possible actions that could alter them. A decision-making process
using MDPs involves determining the optimal maintenance actions at each time step, by considering the
current health state and potential future deterioration or improvement trajectories. As bridges typically
have a large number of components, identifying an optimal maintenance policy becomes challenging
due to the large number of state and action combinations in the MDP framework. Accordingly, recent
maintenance planning frameworks have relied on deep reinforcement learning (DRL) for identifying
optimal maintenance policies [2, 39, 37, 19, 38, 14]. DRL allows searching and identifying optimal
maintenance policies by estimating and minimizing the total expected discounted costs associated with
each pair of health state and maintenance action [34]. Applications of DRL has been shown to be
effective in problems with a deterministic and large state-space, by learning policies that minimize the
expected total costs associated with maintenance actions [2, 19, 39]. Nonetheless, for bridges with large
number of components, the practical use of DRL methods is limited [14]. This is because the number
of decisions at each time step is equivalent to the number of structural elements in the bridge, which
makes it challenging to learn optimal maintenance policies and schedules over time. The complexities
of maintenance planning on a single bridge are further compounded when multiple bridges are involved
in the planning scope. Network-scale maintenance planning requires including additional decision
factors (e.g., network connectivity and re-routing cost) to act as constraints on the planning problem
[7, 33, 40, 9, 20]. In the presence of such constraints, it is challenging for decision-makers to perfectly
follow the optimal maintenance policy required for each bridge in a network of bridges.

The primary objective in this paper is to address the following question: If a bridge is a candidate
for maintenance intervention, and an optimal maintenance policy is already established, how would
deviating from this optimal policy and delaying maintenance impact the total maintenance cost
over time? To address this question, a probabilistic model is formulated for estimating the cost of
maintenance delays at both the structural element level and the bridge level. The proposed framework
relies on the capacity of RL to estimate the expected value for the current and future costs associated
with each pair of maintenance action and deterioration state. The deterioration states in this context
are estimated using state-space models which takes into account the inspectors uncertainty, in addition
to providing estimates for the deterioration speed over time. The contributions in this paper can be
summarized as follows: 1) the probabilistic quantification for the relative change in maintenance cost
due to maintenance delays, 2) estimating the probability of replacement over time for a structural
element given a maintenance policy, 3) an interpretable and scalable reinforcement learning approach
for bridges with large number of structural elements, 4) validating the new approach using monitoring
data from the network of bridges in the Quebec province, Canada.

The rest of the paper is structured as follows: firstly, the problem formulation is presented,
followed by a background section to provide insights into the theory of sequential decision-making and
reinforcement learning. Next, the methodology is introduced, which outlines the proposed approach
for quantifying the impact of maintenance delays on the maintenance cost. Subsequently, we showcase
an example application on a bridge using the developed method, followed by a discussion about the
advantages and limitations, then a conclusion section.

2 Problem Formulation

A bridge B is composed of a number of structural elements ejp which are visually inspected by different
inspectors Ii ∈ I over time. The health condition ỹ is represented on a continuous scale ỹ ∈ [l, u],
where a structural element is considered in a perfect condition when ỹ = u, while ỹ = l represents
the worst condition. The presence of ∼ in ỹ implies that the variables are in a bounded space which
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correspond in this study to [l, u] = [25, 100] [12].

Routine costs during the service-life of bridge B includes the cost of maintenance, inspection and
other related costs, such as the cost of rerouting and time-value due to congestions resulting from
maintenance/inspections [16]. Accordingly, the total routine costs xr,t at any time t can be described
by,

xr,t =

E∑
p=1

rp(st, at) +

E∑
p=1

xi,p + εt, (1)

where E is the number of structural elements in the bridge, rp(·) is the cost of repairs associated with the
p-th structural element, st, at represent the health state of the structural element and the maintenance
action at time t, xi,p is the inspection cost for the p-th structural element, and εt corresponds to
other costs associated with the maintenance or inspection operations. Under the assumption that
the inspection schedule is fixed, minimizing the total routine costs over time can be formulated as a
maintenance planning problem such that,

Lc(at) =

∞∑
t=0

γt

 E∑
p=1

rp(st, at) + εt

 , (2)

where Lc(·) is the loss function representing the cost of maintenance operations, at is a set of maintenance
actions at time t for all the elements in the bridge, and γt ∈]0, 1[ is the discount factor over time t [23].
Considering all costs defined in the domain [0,−∞], the optimal set of actions can be obtained using,

a∗t = arg max
at∈A

Lc(at), (3)

where a∗t is a vector of optimal actions at time t and the set A is composed of A = {a0, a1, a2, a3, a4},
corresponding to, a0: do nothing, a1: routine maintenance, a2: preventive maintenance, a3: repair,
and a4: replace [25].

Solving the optimization problem defined above is intrinsically difficult because it is composed of
two challenging problems, 1) identifying E optimal actions for the structural elements at each time t,
and 2) grouping and scheduling the optimal maintenance actions over time. Moreover, deviating from
the optimal vector of actions a∗t requires learning a new set of optimal actions to be performed during
the service-life of the bridge. The aforementioned challenges provide reasons to rely on reinforcement
learning (RL) methods for maintenance planning. The decision making in a RL framework is based
on an optimal mapping between the health states and maintenance actions, so that any deviation
from the vector of optimal maintenance actions at time t, does not require re-learning the optimal set
of actions a∗t+1 at time t + 1. The next sections describe the theoretical foundations for sequential
decision-making and reinforcement learning.

3 Background

3.1 Markov Decision Processes (MDP)

A MDP is an approach for modelling sequential decision-making, where taking the action a ∈ A enables
a transition from state st to st+1. Each action a taken in a MDP model affects a return (e.g., positive
feedback or negative feedback), where the return, represented by Gt, is the sum of rewards over time,
starting from the immediate reward rt at time t [31]. Accordingly, the return reflects the overall
quality of a decision taken in the MDP model, and provides a mechanism for comparing different
decision-making schemes. Those mechanisms are formalized in practice by the value function Vπ(s)
and the action-value function Qπ(s, a). The value function corresponds to the expected discounted
total return for being in a state s, under policy π, which can be written as,

Vπ(st) = Eπ [Gt|st] = Eπ

[ ∞∑
i=0

γir(st+i, at+i)|st
]
, (4)
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where Eπ is the expected value while following the policy π, r(·) is the reward function which denote the
expected value of the reward given the state s and the action a, as in r(st, at) = E[Rt|St = s,At = a].
The discount factor γ ∈]0, 1[ enables formulating and solving infinite planning horizon problems [23].
On the other hand, the action-value function Qπ(s, a) represents the expected discounted total return
for being in a state s and taking an action a under the policy π, such that,

Qπ(st, at) = r(st, at) + Eπ

[ ∞∑
i=1

γir(st+i, at+i)|st, at
]
. (5)

Based on Equation (5), the optimal decision-making policy π∗ is the one maximizing the Q function,

Q∗(st, at) = max
π

Qπ(st, at), ∀st ∈ S, at ∈ A. (6)

Identifying optimal policies within a MDP formulation can be done using different approaches,
such as, reinforcement learning (RL) or dynamic programming. Reinforcement learning algorithms
have shown the capacity to handle large and continuous state and action spaces, making them suitable
for more complex problems [2, 8].

3.2 Reinforcement Learning

Reinforcement learning (RL) is a class of methods where an agent (or a decision maker) learns to
make decisions by interacting with an environment, and receiving feedback in the form of rewards or
penalties [31]. The environment is described by a MDP with deterministic states or by a partially
observable MDP, where each state is represented by a distribution. The end goal of reinforcement
learning is to maximize the cumulative discounted rewards obtained over a sequence of actions taken by
the agent. In RL, the agent updates its knowledge of the environment based on the received rewards
by relying on either an on-policy approach (e.g., SARSA and PPO) or an off-policy approach (e.g.,
Q-learning). On-policy methods refer to using the same policy to explore the environment and update
the action-value function Q, while off-policy methods rely on two separate schemes for exploring the
environment and updating the action-value function Q [31]. The action-value function Q provides
estimates for the cumulative discounted rewards associated with each action at a given state. The
estimation of Q-values can be done using the temporal difference (TD) [29]. The update rule in TD
has different variations depending on the type of algorithm [27]. The Q-learning algorithm performs
the updates on the Q-values using the observed reward and the estimated maximum Q-value of the
next state-action pairs such that,

Q(st, at)← Q(st, at) + α[r(st, at) + γ max
at+1∈A

(Q(st+1, at+1))−Q(st, at)], (7)

Estimating the Q function can be done by either using tabular Q-learning or by relying on function
approximation methods such as deep reinforcement learning.

Deep reinforcement learning (DRL) is a class of RL algorithms that relies on artificial neural
networks (ANN) to approximate the Q-value function for each pair of state and action. One of the
common DRL algorithms in the context of discrete action spaces is deep Q-network (DQN) [31]. The
parameters θ of the ANN model in DQN are updated recursively using the temporal difference (TD)
approach [36], and by minimizing the loss function [15] defined as,

Li(θi) = E
[
r(s, a) + γ Q(s′,

a′
Q(s′, a′;θi);θ

−)−Q(s, a;θi)

]2
, (8)

where Li(θi) is the loss function utilized for updating the parameters θi, and θ− is the target model
parameters. The objective of the loss function in this context is to minimize the difference between
the estimated Q-value at the current state s and the Q-value at the next state s′, while also adding
the observed immediate reward r(·). The target model in this loss function provides stability during
the training process of the DRL agent, where the parameters of the target model θ− are updated by
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using either a hard update or soft update [18]. Another variation of DRL methods is the Dueling DQN
which decomposes the Q-value function into two components,

Q(st, at;θv,θa) = V (st;θv) +AV (st, at;θa), (9)

where AV (s, a) is the estimate for the advantage of taking action a in state s, the set of parameters θv
correspond to the value function while the parameters θa are associated with the advantage function.
By separating these two components, the Dueling DQN can learn to distinguish the effects of different
actions and states, which can improve the learning efficiency [35].

4 Quantifying the Costs of Delaying Maintenance

This section describes the formulation for a framework to quantify the cost of maintenance delays on
the long-term maintenance costs.

4.1 Deviating from the Optimal Policy

In the presence of operational and budgetary constraints, it is challenging for decision-makers to
perfectly follow the optimal maintenance policy required for each bridge in a network of bridges. Hence,
this work focuses on the consequence of maintenance delays at the bridge-level. Specifically, if the
maintenance is delayed for a duration of time T, the loss function from Equation (2) can be simplified
into,

Lc(at) =

T∑
t=0

γt
E∑
p=1

rp(st, āt) +

∞∑
t=T+1

γt
E∑
p=1

rp(st, a
∗
t ), (10)

with the action āt refers to do nothing. Since no maintenance are performed during T, the term∑∞
t=0 γ

tεt can be omitted in Equation (10). In order to make this formulation useful for decision
makers, the loss function in Equation (10) is modified into,

Lc(at) = R̄t:T ×
∞∑
t=0

γt

 E∑
p=1

rp(st, a
∗
t )

 , (11)

where R̄t:T represents the relative change in the total maintenance cost due to deviation from the
optimal maintenance policy up to time T, defined by,

R̄t:T =

∑T
t=0 γ

t
∑E

p=1 rp(st, at) +
∑∞

t=T+1 γ
t
∑E

p=1 rp(st, a
∗
t )∑∞

t=0 γ
t
∑E

p=1 rp(st, a
∗
t )

. (12)

The variable R̄t is defined in the range [1,∞], where R̄t = 1 implies that doing nothing is the optimal
policy at time t, while R̄t > 1 represents a deviation from the optimal policy at time t. Accordingly,
R̄t provides decision makers with uniform and comparable insights about the relative change in the
total cost required to maintain a bridge over time.

The estimation of R̄t:T can be done by relying on concepts from reinforcement learning and more
specifically Q-Learning. The Q function provides an approximation for the expected total discounted
return associated with each state-action combination. Therefore, associating the return with monetary
costs, can provide an interpretable meaning to the estimated Q values. For instance, if the return
in the context of maintenance planning is represented by the cost associated with each maintenance
action, then the Q function can be interpreted as an approximation for the total discounted costs (or
NPV: net present value) for each state-action pair. This insight provides the foundations towards
deriving the expected total costs for deviating from the optimal policy π∗.

Consider Q∗ as the function associated with the optimal policy π∗ for the action space A and state
space S. Deviating from the optimal policy at time t by taking a specific action ā, where ā can be
equal or different from a ∼ π∗(st), would incur an immediate cost ∆ described by,

∆t(st, at, ā) = Q(st, ā)−Q∗(st, at). (13)
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Generalizing Equation (13) for T time steps, the expected value for the incurred cumulative total
discounted costs for deviating from π∗ is,

∆t:T(st, at, ā) =
∑
t

γt [Q(st, ā)−Q∗(st, at)] , ∀t = 0, . . . , T, (14)

where ∆t:T is a vector containing the total expected change in costs due to deviating from the optimal
policy, from time t up to time T. From Equation (14), the relative change in the total maintenance
cost R̄t:T due to deviation from the optimal maintenance policy π∗ up to time T is,

R̄t:T(st, at, ā) =
Q∗(st, at) + ∆t:T(st, ā)

Q∗(st, at)
. (15)

In the context of maintenance planning, R̄t corresponds to the relative change in the total maintenance
cost for maintaining one structural element ekp. Accordingly, to evaluate a bridge-level cost ratio R̄b

t:T,

R̄b
t:T(st, at, ā,ω) =

∑P
p ωp

[
Q∗p(st, at) + ∆t:T,p(st, ā)

]∑P
p[ωp ×Q∗p(st, at)]

, (16)

where P is the total number of elements within bridge B. Equations (15) and (16) are employed for
evaluating increments in total costs due to delaying maintenance actions on the bridge by assigning
ā = a0 : {do nothing}. The evaluation of R̄t and R̄b

t , requires estimating the deterioration states st
for each time t, as well as approximating the Q∗ function, both of which are detailed in the following
sections.

4.2 Estimating the Deterioration States

The estimation of the element-level deterioration states is done based on visual inspection data and by
using state-space models (SSM) deterioration framework [10, 13]. The SSM framework describes the
deterioration process over time using a transition model and an observation model. The transition
model relies on a kinematic model [4], which describes the deterioration condition xkt,p, speed ẋkt,p, and

acceleration ẍkt,p using,
transition model︷ ︸︸ ︷

xkt,p = Axkt−1,p +wt, wt : W ∼ N (w; 0,Qt)︸ ︷︷ ︸
process errors

. (17)

The state vector at time t is represented by xkt,p where xt : X ∼ N (x,µt,Σt) for the p-th element
in the k-th structural category, A is the transition matrix, and wt describes the process errors over
time. The observation model on the other hand is described by,

observation model︷ ︸︸ ︷
ykt,p = Cxkt,p + vt,i, vt,i : V ∼ N (v;µV (Ii), σ

2
V (Ii))︸ ︷︷ ︸

observation errors

, (18)

where ykt,p is the observation on the deterioration condition of the structural element, C is the observation
matrix, and vt,i is the observation error associated with each inspector Ii ∈ I responsible for the
inspection task [10]. The transition of the deterioration states over time is performed using the Kalman
filter (KF) and the RTS Kalman smoother (KS) [17, 26], and the monotonicity of the deterioration
process is asserted by constraining the deterioration speed estimates, such that: µ̇t|t + 2σẋt|t ≤ 0 [10].
The aforementioned criterion is examined at each time step t, and is enacted using the PDF truncation
method [30]. Furthermore, it is possible to integrate the structural attributes (e.g., material) in the
deterioration analyses by combining the SSM model with kernel regression (KR) [11].

Figure 1 shows an end-to-end diagram that describes the steps in the SSM-KR framework. The SSM-
KR takes as an input the inspection data ỹkt,p, in addition to the material, structure age, latitude and

health condition. The inspections ỹkt,p are transformed to the unbounded space using the transformation
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function o(·), while the KR framework produces an initial estimate for the deterioration speed ẋk0,p
based on the structural attributes. By using ykt,p and ẋk0,p, the SSM model produces the deterioration

states xkt,p at each time t, which are transformed to the bounded space using inverse transformation

function o−1(·) to obtain the state x̃kt,p for interpretability [11]. Further details about the SSM-KR
deterioration model formulation are available in the work of Hamida and Goulet [11, 13]

ek
p ỹk

t,p yk
t,p

SSM

xk
t,p

o(·)

25 100

x̃k
t,p

o−1(·)

KR
ẋk

0,p

−∞ ∞

−∞ 0

Material
Age
Latitude
Condition

ẋk
t,p

−∞ 0

˜̇xk
t,p

−∞ 0

Figure 1: End-to-end diagram of the SSM-KR framework which takes as an input the inspection
data ỹkt,p and the structural attributes represented by the material, structure age, latitude and health

condition. The inspection data ỹkt,p are transformed from the bounded space to the unbounded space

represented by ykt,p, while the structural attributes are processed in the KR to produce the initial

deterioration speed estimate ẋkt,p. The SSM framework takes the input and produces the deterioration
state estimates in the unbounded space, which are thereafter back-transformed to the bounded space.

4.3 RL Environment and Agent Training

A RL environment represents a simulated setting in which an agent operates to learn and improve
its decision-making. The InfraPlanner RL environment is composed of a pre-trained generative
deterioration model based on the SSM-KR framework, a state aggregation model, and cost functions
corresponding to the different types of structural elements and maintenance actions [14]. The role of
the deterioration model is to generate realizations for the deterioration process by starting from a
random initial health condition while taking into account the structural attributes of each structural
element (e.g., material). The trajectory of a deterioration process realization remains susceptible to
changes at any given time t via actions a ∈ A at the element level. An example of action is performing
repairs on a beam structural element. Upon executing action a, the InfraPlanner environment incurs a
cost defined in [0,−∞], contingent upon the type of action, the specific structural element involved, and
the health condition of the element. Further details about the cost function are provided in Appendix
A. The interactions between the RL agent and the environment are repeated recursively until the
stopping criteria is met for the maximum number of interactions.

4.4 Quantifying the relative Change in Maintenance Costs

Figure 2 illustrates the full framework for quantifying the relative change in the expected costs R̄b
t

associated with maintenance delays on a bridge B. In this context, estimating R̄b
t at any time t requires

taking into account the inspection data ỹkt,p and the element quantity ωkp for each structural element

ekp. The element quantity refers to either the unit size, such as the volume or the number of units

within one element. The inspection data ỹkt,p is analyzed using the SSM-KR deterioration model,

which provides the deterioration state estimate x̃kt,p, encompassing information about the deterioration

condition x̃kt,p and deterioration speed ˜̇xkt,p. From x̃kt,p a sample per element ekp is taken to represent a

possible deterioration trajectory for each structural element, where st = [x̃kt,p, ˜̇x
k
t,p]. Based on the state

st, it is possible to obtain the optimal action a∗t , and the cost of deviating from the optimal policy ∆t

for the element ekp.

By repeating the steps for each element in the bridge and factoring the element quantity ωkp it is

possible to estimate a single realization for the relative cost R̄bt . In order to obtain multiple realizations
for the relative cost, the aforementioned process is repeated N times, such that N possible deterioration
trajectories are considered for each element in the bridge.
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ek
p ỹk

t,p
SSM-KR

x̃k
t,p

ωk
p

eK
E

0
Cost Ratio

st ∆t(st, at, a0)

πk(st)

e1
1 R̄b

t

˜̇xk
t,p

Figure 2: Estimating a single realization for the cost ratio R̄b
t based on the elements ekp from bridge B.

The estimation procedure starts with the inspection data ỹkt,p which is analyzed using the SSM-KR

deterioration model to provide the deterioration state x̃kt,p at time t. A sample from x̃kt,p is seeded into

the state of the element st which alongside the normalized quantity ωkp enable estimating the cost of

deviation ∆t from the optimal policy πk and the cost ratio R̄b
t .

5 Example of Application

This section presents an application using the proposed relative cost evaluation method for quantifying
the costs associated with delaying maintenance actions at the structural-element and the bridge level.
The deterioration and intervention analyses presented in this section are based on a pre-trained SSM-KR
deterioration model and an open-source RL environment InfraPlanner [14], which are calibrated based
on the inspection data from the network of bridges in the Quebec province, Canada [11].

5.1 Bridge Description

The analyses in this case study are based on a concrete bridge B within the province of Quebec, Canada.
The deterioration state of bridge B is monitored through visual inspections, which are performed every
3 years. The scope of the analyses includes only K = 6 structural categories in bridge B, which are,
the beams C1, front-walls C2, slabs C3, wing-walls C4, guardrails C5, and pavement C6. The structural
characteristics for each category are provided in Table 1.

Table 1: Characteristics of bridge B components, which includes the total number of el-
ements in each structural category, the material, and the normalized element’s quantity(

i.e.,
[

Quantity
Min. Quantity

]
×Num. elements

)
.

Category # Elements Material Normalized Quantity
C1 Beams 15 Regular concrete [1]×10, [2.57]×5
C2 Front Wall 2 Regular concrete [1]×1, [1.39]×1
C3 Slabs 3 Regular concrete [1]×2, [1.85]×1
C4 Wing Wall 4 Regular concrete [1]×1, [1.2]×2, [1.4]×1
C5 Guardrail 2 Wood/Steel [1]×1, [1.25]×1
C6 Pavement 3 Asphalt [1]×2, [1.84]×1

The above-mentioned structural categories can be classified based on their structural role within
the bridge into two groups: 1) principal elements, and 2) secondary elements. Principal elements
correspond to structural elements that carry or transfer structural loads (e.g., beams, front walls and
slabs), while secondary elements correspond to elements associated with the serviceability of the bridge
(e.g., wing walls, guardrails and pavement) [25]. For each structural group, there exists a predefined
condition threshold where the health state is considered critical. If the deterioration state of any
structural element goes below this threshold, immediate maintenance becomes necessary [25]. The
condition threshold in this study is considered at x̃t = 50, ˜̇x = −1.8 for the principal elements, and
x̃t = 45, ˜̇x = −1.8 for the secondary elements.
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5.2 Learning the Maintenance Policies

The maintenance policies are learned by relying on the InfraPlanner RL environment, which emulates
the deterioration condition and speed of different types of structural elements [14]. The RL environment
takes as an input a maintenance action from the set A, and returns a new state st+1 at time t+ 1 in
addition to the corresponding cost. The set of actions A is defined by A = {a0, a1, a2, a3, a4}, where a0:
do nothing, a1: routine maintenance, a2: preventive maintenance, a3: repair, and a4: replace. The cost
and effects associated with each maintenance action are described in Appendix A. The configuration of
the environment includes considering deterministic deterioration states, represented by st = [xkt,p, ẋ

k
t,p],

and infinite planning horizon with a discount factor γ = 0.97. The RL environment is reinitialized
with a random health condition every T = 100 years, a time span deemed sufficiently long to typically
justify a replacement action in bridges.

A comparison for the performance of three RL agents is performed, namely, asynchronous DQN
agent, asynchronous Dueling agent, and asynchronous Proximal Policy Optimization (PPO) agent. It is
important to note that here, the asynchronous PPO is employed primarily for benchmarking purposes,
since the PPO algorithm does not directly estimate the Q function [28]. As for the asynchronous
training, it refers to evaluating the RL agent on multiple instances of the RL environment in parallel.
There are mainly two advantages in using asynchronous training, 1) de-correlating the training samples
which improves stability and 2) alleviate the requirement to store past experiences in a replay buffer
[24]. Each RL agent is trained over a span of 3 × 106 steps. Detailed hyper-parameters and the
experimental configuration for each agent can be found in Appendix B.

The asynchronous agents performance in learning the optimal maintenance policy is demonstrated
on a slab structural element. Figure 3 shows the average performance based on 5 different seeds by
the asynchronous DQN agent (dashed line), the asynchronous Dueling agent (dotted line) and the
asynchronous PPO agent (dash-dot line). From Figure 3, the asynchronous agents show a similar
overall performance, with the PPO agent having the best performance on average with µPPO = 5.7,
followed by the DQN agent achieving a slightly better total discounted cost on average with µDQN = 6.4
than µDueling = 6.7 by the Dueling agent. Nonetheless, all agents have achieved a stable and relatively
similar performance before the end of training threshold at 3× 106 steps.
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Figure 3: The training process of the asynchronous agents: DQN (dashed line), Dueling (dotted line)
and PPO (dash-dot line) represented by the average performance in learning the optimal policy π∗k for
the slab structural element based using 5 different seeds.

Considering the near-optimal policy from the asynchronous DQN agent, it is possible to verify the
accuracy of the agent in quantifying the total discounted costs by estimating it over a period of T = 100
years, while starting from a fixed health state and following the policy π∗. For example, consider the
RL environment to start in state s0 = [x̃k0,p,

˜̇xk0,p], where x̃k0,p = 55 and ˜̇xk0,p is obtained from the KR
model as shown in Figure 1. The total discounted costs for being in state s0 can be estimated using,

µCosts =
1

Ns

Ns∑
1

T∑
t=0

γtr(st, π
∗(st)), (19)

where Ns is the total number of deterioration trajectories that started from state s0, and r(·) is the
rewards function. Figure 4 shows a comparison between the optimal action-value function Q∗ and the
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total discounted costs starting from different health condition states with Ns = 500. From Figure 4, the
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Figure 4: Comparison between the optimal action-value function Q∗ and the total discounted costs
estimated based on Ns = 500 trajectories, over a period of T = 100 years, for each health condition of
the slab structural element.

optimal action-value function Q∗ is within the confidence interval region of the total discounted costs
estimate represented by µCosts ± σ, which implies that the Q∗ function can be utilized to accurately
estimate the total discounted costs while adhering the optimal policy π∗.

5.3 Element Level Costs of Maintenance Delays

Following the estimation of the optimal maintenance policy, it becomes possible to obtain the Q value
estimates associated with each maintenance action. Accordingly, the estimation of the relative cost
R̄t:T(st, at, ā) using Equation (15) is feasible conditional to knowing the state st which is composed
of the structural element condition xkt,p and speed ẋkt,p at each time t. Obtaining estimates for the
deterioration condition and speed can be done using the SSM-KR deterioration model, which relies on
the visual inspection data and the structural attributes to provide an estimate for the deterioration
state at each time step t. Figure 5 shows the deterioration analyses on a slab structural element e31.
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Figure 5: Deterioration state analysis for the condition and the speed based on the observations
ỹ3t,1 ∈ [25, 100] of the structural element e31 with the error bars representing the inspectors’ uncertainty
estimates.

In Figure 5, given the distribution of the deterioration state at year t = 2021, it possible to generate
a sample to represent the state st as demonstrated in Figure 2. The sample represents the starting
point of a single realization for the deterioration’s trajectory. In this experiment, a total of N = 1000
deterioration trajectories are generated and evaluated in Equation (15). Figure 6, shows the quantiles
and median for the relative cost R̄t:T(st, at, a0) of element e31. From Figure 6, the total discounted cost
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required for maintaining element e31 starts to increase after the year 2027 due to delaying maintenance
actions, and reaches a factor 1.5× the total discounted cost at the year 2031. Such information is
useful when considering maintenance delays on this bridge.
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Figure 6: Relative cost R̄t estimated based on the optimal policy π∗3 and a N = 1000 realization of
deterioration trajectories for a slab structural element e31.

Another element-level example covers a scenario where a replacement action a4 is considered as an
optimal action by the maintenance policy π∗. The example is for a wing wall structural element e41 in
bridge B. Figure 7 shows the deterioration condition and speed estimated based on visual inspection
data over time. From Figure 7, there are noticeable drops in the condition in years 2011 and 2014,
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Figure 7: Deterioration state analysis for the condition and the speed based on the observations
ỹ4t,1 ∈ [25, 100] of the structural element e41 with the error bars representing the inspectors’ uncertainty
estimates.

which coincided with a high deterioration speed over time.

Based on the optimal policy for maintaining wing wall elements π∗4 shown in Figure 10, it is likely
that a replacement action a4 is required due to the high deterioration speed. Figure 8 illustrates the
cost ratio and the probability of replacement represented by Pr(a∗ = a4) over time and based on
N = 1000 realization of deterioration trajectories for e41.

In Figure 8, the probability Pr(a∗ = a4) is quantified by computing the ratio between the number
of realizations where replacement is the optimal action a∗ = a4 at a given year t, and the total number
of realizations N = 1000. Accordingly, the probability of replacement increases over time to reach
Pr(a∗ = a4) ≈ 40% at year 2031. It should be noted that the cost of a replacement action a4 is
added only once to the total discounted change in costs ∆t:T in Equations 14 and 15. For example, if
replacement is the optimal action at year t, then the total discounted change in cost at year t+ 1 is
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Figure 8: Relative cost R̄t estimated based on the optimal policy π∗4 and a N = 1000 realization of
deterioration trajectories for a wing wall structural element e41 (left), and the probability of replacement
over time for the element e41 (right).

∆t+1 = 0. This is done to avoid augmenting the cost ratio R̄t with costs that are beyond the actual
maximum cost, which is the cost of replacement in this context.

5.4 Bridge Level Costs of Maintenance Delays

As described in Section 5.1, the bridge B is composed of K = 6 structural categories, with each
structural category containing different number of elements. In order to provide an insight into the
overall deterioration condition and speed of bridge B, Figure 9 shows the deterioration states which
are obtained by aggregating the element-level deterioration states using a Gaussian mixture reduction
approach [13].
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Figure 9: Deterioration state estimates for the condition and speed of bridge B, based on the
aggregation of element-level deterioration states of the structural categories C1:K, with the aggregated
inspections ỹt ∈ [25, 100] represented by the blue diamond, and their corresponding uncertainty
estimates represented by the blue error bars.

For a bridge-scale application of the proposed relative cost approach, it is required to obtain an
optimal maintenance policy for each structural category in the bridge B. Figure 10 shows the optimal
policy maps for each structural category in the bridge B, as obtained by the asynchronous DQN agents.
Each policy map represents a mapping between the deterioration state and maintenance actions. In
this assessment, the policy maps are learned based on two condition thresholds for the elements. A
risk-averse threshold (or high threshold) defined by (x̃t = 60, ˜̇x = −1.5) for the principal elements,
and (x̃t = 55, ˜̇x = −1.5) for the secondary elements, and a risk-neutral threshold (or low threshold)
defined by (x̃t = 50, ˜̇x = −1.8) for the principal elements, and (x̃t = 45, ˜̇x = −1.8) for the secondary
elements. It should be noted that the risk-neutral thresholds align with the criteria defining critical
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health conditions for elements, as specified in the inspection manual [25].

Figure 10: Maintenance policy maps obtained by asynchronous DQN agents for each structural category
in bridge B, where each graph represents a mapping between states and maintenance actions. The
area enclosed within the red frame represents the predefined minimum condition thresholds for the
condition x̃kt,p and speed ˜̇xkt,p.

By relying on the optimal maintenance policies in Figure 10, and the framework described in
Section 4.4, it becomes possible to estimate the overall bridge-level relative cost R̄bt , which is shown in
Figure 11. Based on Figure 11, delaying maintenance actions on the bridge B can result in increasing
the total discounted costs of maintenance by a 1.1× factor, given the optimal maintenance policies
obtained based on the low minimum condition thresholds. On the other hand, policy maps with higher
condition thresholds have yielded a similar relative cost R̄bt , with a slightly higher increase in the total
discounted maintenance costs by a 1.15× factor due to maintenance delays. Despite the differences in
the maintenance policies between the two scenarios (low threshold vs. high threshold), the relative
cost R̄bt for each case are fairly similar. This is attributed to the fact that the framework is examining
the relative costs rather than the total costs over time.
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Figure 11: Relative cost R̄b
t estimated based on the optimal policy maps and a N = 1000 realization of

deterioration trajectories for each structural element in bridge B. The graph on the left corresponds to
the policy maps associated with the low condition thresholds, while the graph on the right corresponds
to policy maps with high condition thresholds.

6 Conclusion

Bridge maintenance planning demands careful consideration of various factors which can be classified
into two main groups: 1) structure-level factors such as the structural integrity and safety of the bridge,
and 2) network-level factors such as the bridge’s influence on the connectivity in the transportation
network. This study concentrates on structure-level factors, with a specific focus on examining the
influence of the deterioration process on the maintenance costs and decision-making. The proposed
approach is based on a deep reinforcement learning framework, and aims at quantifying the cost
ratio between the expected discounted costs of taking no action and the expected discounted costs of
taking the optimal maintenance action. The aforementioned cost ratio is formulated to evaluate the
incurred costs at the element-level and the bridge-level. Applications using the proposed approach
is demonstrated using inspections data from a bridge within the province of Quebec, Canada. The
analyses involved identifying an optimal maintenance policy for each structural category in the bridge
using asynchronous deep Q network (DQN). The capacity of the asynchronous DQN agent to estimate
the total discounted costs is verified through a comparison with a sampling-based approach. The
verification results have demonstrated that the deep RL agent estimates of the total discounted costs
are within the confidence interval of the sampling approach. The cost ratio estimates are shown at an
element-level for a slab element and a wing wall element, where the probability of element replacement
is quantified. This is followed by bridge-level estimates for the relative costs using the proposed
approach. The results of the analyses have demonstrated the capacity of the relative cost metric in
translating information about the gradual deterioration of elements into information about changes
in maintenance costs. The results also highlight that the Q function values for actions other than
the optimal action can provide valuable information, which in this case corresponds to information
about the costs associated with maintenance delays. The proposed framework is shown to be scalable
as the search for an optimal maintenance policy occurs at the element level, where the state space
and action space are relatively small. Despite the aforementioned advantages, the relative cost metric
is by design dependent on the optimal maintenance policy and the accuracy of the deterioration
model estimates. Accordingly, verifying the performance of the RL agent and the deterioration model
are prerequisites to ensure the reliability of the cost ratio metric. The proposed approach may not
provide an exact scheduling solution, however, it offers valuable insights to decision-makers about
the tradeoffs associated with maintenance delays. Future work in this context includes the use of
distributional RL and partially observable POMDP environment, which would alleviate the need for
sampling deterioration trajectories.
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A Effects and Costs of Maintenance Actions

The effect of maintenance actions are dependent on the type of structural category and are reproduced
from the work of Hamida and Goulet [14]. The deterministic maintenance effects defined in Table 2
are derived from estimates based on visual inspection data from the network of bridges in the province
of Quebec [12].

Table 2: Table of the true effects associated with maintenance actions on each structural category [14].

Structural Category
Beams Front Wall Slabs Guardrail Wing Wall Pavement

a0 0 0 0 0 0 0
a1 0.5 0.1 1 0.25 0.25 8
a2 7.5 19 12 9 8 20
a3 18.75 20.5 20 14 17 28
a4 75 75 75 75 75 75

The cost of maintenance actions are defined as a function of the deterioration state [14], and are
shown in Figure 12. The relation between the cost and the condition is described by xc(x̃

k
t,p, a) =

β1(a) 1
x̃kt,p

+ β2(a) [14]. Accordingly, the total cost r at any time t is,

r(st, at) = xc(x̃
k
t,p, at) + rp,

where rp is a fixed cost representing a penalty applied on the agent if the critical condition threshold is
reached. Further details about the cost function are available in the work of Hamida and Goulet [14].

B Asynchronous DRL Hyper-parameters

The asynchronous RL agents are trained on InfraPlanner RL environment using a discount factor 0.97.
A total of n = 50 copies of randomly seeded environments are evaluated by the asynchronous RL agent.
The setup of both the dueling and DQN agents involves the use of ε-greedy for exploration. The ε value
is decayed linearly over the first 200 episodes to a minimum value 0.01. The target model updates
are performed every 1000 steps in the environment. All neural networks have the same architecture
consisting in 2 layers of 128 hidden units and relu(·) activation functions. The learning rate starts
at 10−3 and is decayed to 10−5 after 800 episodes. On the other hand, the PPO agent has the same
neural network architecture with tanh(·) activation functions, and a constant learning rate at 10−4.
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Figure 12: Proportional costs of each maintenance action as a function of the deterioration condition
[14].
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